
The Laboratory of Information Technologies (LIT)

of JINR was established in 2000 in frames of reorganiza-

tion of the Laboratory of Computing Techniques and Au-

tomation. The main tasks of the Laboratory were formu-

lated at the 88th session of the JINR Scientific Council.

They consist in the maintenance of operation and the de-

velopment of the computing and networking infrastruc-

ture.

The computing and networking infrastructure (JINR

CoNet) as a JINR BASIC FACILITY includes:

1. Telecommunications Services and Channels (Ex-

ternal Networking);

2. Local Area Network (LAN) & High Performance

Computing Centre (HPCC);

3. Support and development of standard software and

modern tools of Computer Physics for users.

To support these activities, a new structure of the

Laboratory has been worked out. The main part of the

problems on the JINR LAN technical support is solved by

the LIT chief engineer’s staff.

In 2000, the scientific programme of the Laboratory

of Information Technologies covered three first-priority

topics of the «Topical Plan for JINR Research and Inter-

national Cooperation in 2000». The Laboratory staff also

participated in 9 more topics of the Topical Plan in collab-

oration with other JINR Laboratories at the project level

and in other 16 topics at the level of cooperation. The

main results of the investigations performed within these

topics in 2000 have been published in more than 100 arti-

cles of the well-known journals, proceedings of the scien-

tific conferences, JINR preprints and communications.

The indication of the top-level investigations per-

formed at the LCTA/LIT Computational Physics Depart-

ment was the successful holding of the Second Interna-

tional Conference «Modern Trends in Computational

Physics» in 2000. The scientific programme of the Con-

ference covered various fields of research under way at

LIT in the field of mathematical modelling and computa-

tional methods for research in complex physical process-

es, using modern vector-parallel computing systems,

computer communications and distributed computations

for enormous data processing, numerical methods and al-

gorithms of computer algebra methods, computational

tools for modelling and analysis of experimental data.

The conference enabled one for the first time of holding

conferences at JINR to provide real-time access to the

plenary meetings through the Internet.

TELECOMMUNICATION SYSTEMS

In 2000, the throughput of the JINR telecommunica-

tion channel was 2Mb/s and remained at the level of the

year 1999. The main Internet Provider for JINR was

ROSNIIROS (the Russian Institute for Public Networks)

which by the end of 2000 provided for JINR a paid access

to international computer networks of 1 MB/s in the com-

mon traffic as an RBNet user and access to the Russian

networks in the frames of the interdepartmental pro-

gramme of creation of networks and telecommunications

for science and higher school. The channel of the

CONTACT-DEMOS company was used as BACKUP for
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the reliable operation of the JINR’s network with

256 Kb/s at 5 % load.

However, such a throughput of the channel is inade-

quate to satisfy the JINR’s needs. Figure 1 shows the peak

load of the link to Moscow at daytime since October 2000

at the average week load of 65.4 % (http://noc.jinr.ru/

stats/).

Table 1 shows the incoming JINR traffic from the

May to December 2000 (total 2 Tbyte) distribution

among the JINR subdivisions and laboratories. It should

be noted that the University of Dubna and the modem

pool take a noticeable share in the common traffic. The

software allowing one to obtain quickly the information

on the most active users of the JINR external channels has

been developed at LIT. It allows one to control the correct

use of telecommunication resources.

The perspectives of the development for the JINR

external telecommunications were discussed at a work-

shop «Strategy for the Development of the JINR External

Computer Communication Links» in June 2000. The pro-

ceedings of the workshop and the projects presented at

the workshop are available at the web-page http://noc.

jinr.ru/LCTA/E_Publications /Workshop/.

JINR LOCAL AREA NETWORK

The resources of the JINR LAN were used within the

bounds of possibility. The increase in the network load re-

sulting from the growing number of the elements con-

nected to the network (at present the IP addresses data-

base contains 3188 registered network elements) and

from breaking down part of the equipment of the ATM

BackBone has set the task of re-organizing the JINR LAN

and changing to present-day technologies. A project on

modernization of the network topology and on selection

of an adequate technology of its design is in development

stage now. Figure 2 shows a modern JINR LAN topology.

As a temporal decision, the broken ATM switches can be

replaced by Catalyst switches from CISCO.

Systematic work on the LAN management was per-

formed by the Network Operation Centre (http://noc.

jinr.ru/). The rules for users of JINR Computing & Net-

working Infrastructure have been worked out and ap-

proved by the JINR Directorate. The new NOC home-

page was designed using modern Internet technolo-

gies.

COMPUTING SERVICE

The JINR High-Performance Computer Centre com-

prises high-performance computing systems of various

architecture (vector-scalar, multiprocessor, farms, clus-

ters with bulk memory). More than one thousand staff

members of JINR and other research centres are the

HPCC users. JINR HPCC is one of the five largest

Russian centres. It actively cooperates with other leading

centres — Intergovernmental Supercomputer Centre, In-
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Fig. 1. Statistics of the load of the link to Moscow

Table 1. Incoming JINR traffic distribution (in Gbyte) over the JINR subdivisions and laboratories (> 4 Gbyte)

LIT + proxy

+ servers

LHE Univ.Du

bna

FLNR DLNP BLTP Modem

pool

LPP FLNP UC JINR

Board

Other

695.2 235.6 177.8 199.3 160.2 123.1 112.8 106.6 84.7 49.9 47.6 16.1



stitute of high-performance computations and data bases

(St. Petersburg). In collaboration with the leading nuclear

physics centres of Russia, JINR participates in creating

the Russian Regional Centre for LHC Data Handling

(RRC-LHC) on the basis of JINR HPCC resources.

ATL 2640 Integrated Library System

Library Capacity 10.56 TByte

Cartridge Capacity 20/40 GByte

Drive Transfer Rate 1.5 MByte/s

Library Throughput 16.2 GByte/hr

In 2000, the JINR HPCC computing machine

SPP2000 was used by a 161st user and was 97 % load at

58000 hours of the CPU useful time. CONVEX-220 was

used by 1140 users as a computer, a mail- and http-server

(Table 3) .
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Fig. 2. Present-day JINR LAN topology

Table 2. JINR High Performance

Computing Centre (HPCC) main components

Peak perfomance,

Mflops

HP Exemplar S-Class (SPP -2000) 5760

CONVEX C-3840 960

APE-100 1600

PC Farm 9200

Total: 17520

Table 3. A relative use of the computing power and the modem pool by the JINR laboratories

LIT, % BLTP, % DLNP, % FLNR, % FLNP, % LPP, % LHE, % Board, %

SPP-2000 5 18 17 8 17 23 12 –

CONVEX-220 26 9 13 15 5 – 15 7

Modem pool 16.1 0.1 19.3 12.4 16.4 4.6 13.5 17.6



SOFTWARE DEVELOPMENT

Information and computer support of the JINR par-

ticipation in the experiments at CERN, DESY and BNL

was in progress in 2000. The technology of designing ob-

ject-oriented applications and databases (GEANT4, Ob-

jectivity/DB, ROOT) was under study. A new version of

the LHC++ Library has been installed on the LIT/JINR

computing PC farm.

LHC Computing Support

For the last few years JINR has been involved in

three projects on LHC: ALICE, ATLAS and CMS. The

cooperation of Russian institutes in the LHC projects af-

ter starting up the accelerator (in the year 2005) and the

experimental installations is connected directly with the

necessity of providing a way for processing and analysis

of experimental information directly in Russia. For this

reason, by the end of 1999 a joint project «Russian Re-

gional Centre for LHC Data Handling» (RRC-LHC) was

worked out. JINR and nine leading Russian physics insti-

tutes participating in LHC are involved in the project. For

the period of less than a year, LHC-oriented PC farms

have been created in ITEP, IHEP, SINP MSU, LIT and

LNP of JINR. The program environment of these farms is

completely unified and corresponds to the current state of

the specialized software used at CERN. Thus, a beginning

in the improvement of the prototype of the Russian re-

gional centre has been made.

In September–October, a run of a mass production of

physical events was started at a PC-farm LIT (JINR) (16

processor units of 500 MHz) for the CMS high-level trig-

ger. The volumes of simulated data up to 20 GByte are

generated at the LIT PC-farm within a day. The data pro-

duction is performed with the use of the pythia (v.6136)

program and CMSIM (v.120), a program for simulation

and reconstruction of events for the CMS experiment; the

data are written in a zebra-format (fz) in blocks of an or-

der of 1 GByte — approximately 500 events in a file. The

data obtained will be transferred to CERN for inclusion

into the object-oriented database (Objectivity/DB) that

will be used for the definition of the Basic Units of Infor-

mation, optimization of algorithms of the trigger and

event reconstruction. The availability of the mass memo-

ry system at JINR HPCC provides a way of testing vari-

ous models of work with enormous data volumes as well

as improving the technology of a common use of the mass

memory together with Moscow institutes.

Investigations for Paralleling Computations

A 32-processor APE100 complex of the 2 2 8× × con-

figuration was installed at HPCC of JINR in the last year.

The project APE has been worked out and is being devel-

oped by a group of Italian theoretical physicists involved

in QCD. The LIT group made central contributions in the

present reworking of the TAO compiler kernel, such that

the performance on APEmille can be improved. This re-

work also takes into account the specific architectural

modifications necessary for porting the compiler to

apeNEXT. This development has to be completed in or-

der to obtain a reliable prototype of a stand-alone TAO-

compiler for apeNEXT and in order to allow the combina-

tion of the TAO compiler with a C compiler.

Maintenance of the JINR Program Library

New documents were prepared and introduced in

WWW concerning program libraries in 2000. They in-

clude realization at JINR of electronic access to the texts

of the program library CPCLIB (Belfast, Northern Ire-

land) and the CPC (Computer Physics Communications)

journal as well as maintenance of the NAG Library and

CERNLIB on the JINR computer platforms. Filling the

JINRLIB with the new codes was in progress.

DATABASE AND WWW SERVICE

A systematic supplement and maintenance of the ear-

lier constructed databases and information systems (IS)

continued taking into account the users’ needs. Among

these are:

• Information system «JINR Topical Plan for Research»

(http://dbserv.jinr.ru/~deadhead/tp/);

• Information system «Consolidated Financial Report of

the JINR Subdivisions» for the JINR Accounts Depart-

ment;

• System for accounting and statistics of operating the

JINR basic facilities (http://wnct132.jinr.ru/basic-fac/);

• Information system for the interactive monitoring of

the installation and taking data of the experiment

COMBAS (http://noc.jinr.ru/ LCTA/ E_Publications/

A-D_Presentation_files/ frame.htm) [1];

• Publications registration server (http://wnct132.jinr.ru/

student/marina/). The client-server system with an in-

terface in the «Internet-Intranet» environment allows

the users to register data on their publications;

• Digitizing of graphics at users’ requests, preparation of

bibliographic data on HEP for the PPDS database

(http://www.jinr.dubna.su/~diginfo/).

Awide scope of problems has been solved in the field

of information management, namely:

• access to specialized international data bases and infor-

mation systems via the Internet (INIS, PPDS);
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• development and maintenance of the main information

centre established at JINR for organizations of applied

nuclear physics and fundamental properties of matter

(project BAPHYS). A programme Htdig has been start-

ed up. It allows a quick key word search for documents

at the servers of the BAPHYS environment. This ser-

vice (http://dbserv.jinr.ru:8008/htdig/baphys.html)

provides a search within 14 servers;

• creation of a specialized program server («Java Sta-

tion») for the JINR users studying the programming

techniques with using the Java language, possibilities

in applying a new XML technology and tools of orga-

nizing distributed computations based on the ob-

ject-oriented CORBA standard, WWW, languages of

Java and C++ type , HTML, XML, MathML, VML

(http://dbserv.jinr.ru/js/).

In order to maintain and develop a specialized

WWW/FTP server FAXE (http://faxe.jinr.ru and

ftp://faxe.jinr.ru) with program products for the JINR

users, its hard- and software facilities have been modern-

ized.

The XML (eXtensible Mark-up Language) technol-

ogy has been studied. It is a new industrial standard that

specifies the architecture of the Internet programming

tools of the next generation [2].

A converter xcvt has been developed in the Java lan-

guage for processing XML documents. The program

comprises style tables for transforming XML documents

into HTML and LaTeX. A practical investigation of the

Internet applications designed under the aegis of the W3C

consortium and applied in WWW has been undertaken:

Mathematical Mark-up Language, Vector Mark-up Lan-

guage, and XHTML. These investigations can be effec-

tively applied to

• visualization of mathematical formulas by using

MathML and Amaya in combination with the package

of analytical computations «Mathematica»;

• graphics (diagram) construction directly in a Web-site

by using the VML tools in the standard browser

MSIE5.0.

A program WDK (Web Development Kit) has been

designed in the Java language as an instrumental package

for designers of the Internet applications in languages

HTML, JavaScript, Java, XML.

SOFTWARE FOR DATA VISUALIZATION

Scientific visualization is an effective tool for deep

insight and analysis of the objects or processes under

study. LIT supports and utilizes several advanced visual-

ization systems. The most powerful of them, the so-called

modular visualization systems, are Convex AVS and Iris

Explorer.

Special codes for data visualization have been devel-

oped at LIT. For example, the PICASSO code was devel-

oped for visualization and interactive analysis of the re-

sults obtained by the GEANT-DIRAC simulation pro-

gram. It is needed for debugging the program and

investigation of processes in the DIRAC set-up. Another

example is the JUNO programme (Fig. 3).

JUNO is a tool for handling, conversion and statisti-

cal analysis of large experimental data bulks. It has the

unique features enabling a nonprogrammer user to per-

form complex manipulations on data, to build one- and

two-dimensional statistical distributions, to accomplish

rare events recognition by applying filters and additional

criteria. JUNO needs no special settings. It is implement-

ed in Visual C++ environment and runs under Windows

9X/NT. The program is used to handle data gained at ex-

perimental installations for heavy ions physics research.

COMPUTATIONAL PHYSICS

The main tasks for Computer Physics at JINR are:

• creation and development of methods for mathematical

simulation of physical processes and analysis of data

for theoretical and experimental research;

• algorithmic and software support of the computer mod-

elling on the basis of present-day programming tech-

nologies by using and optimizing the modern architec-

ture computing systems and high-speed networks;

• user support for the effective functioning of the JINR

High Performance Computer Centre.

Mathematical Modelling for Experimental

Investigations

The properties of the projected experimental facility,

a sub-critical assembly in Dubna (SAD) driven with the

existing 660 MeV JINR protons accelerator, have been

investigated by using the particle transport codes LCS,

MCNP4B/DLC189, CASCADE [3]. The assembly con-

sists of a central cylindrical lead target surrounded by a

mixed-oxide (MOX) fuel (PuO UO )2 2+ and a leader re-

flector (Fig. 4). A dependence of the energetic gain on the

proton energy, the neutron multiplication coefficient, and

the neutron energetic spectra have been calculated.
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The calculations show that for the subcritical assem-

bly with a mixed-oxide (MOX) BOR-60 fuel

(29 % PuO2+71 % UO2) the multiplication coefficient

keff is equal to 0.947, the energetic gain is equal to 30,

and the neutron flux density is 10 cm s12 2 1− −⋅ .

A mathematical processing of experimental data ob-

tained in frames of the first experiment carried out at the

LNP phasotron within the project SAD has been per-

formed. The main goal of the experiment was to study the

differential characteristics of the secondary radiation

field around the thick lead target irradiated by protons.

Such experimental data are needed for verification of the

calculations of the internuclear cascade of secondary par-

ticles generated by primary protons within the target. Fig-

ure 5 demonstrates the comparison of the calculated and

experimental neutron spectra from Pb target at 75° [4].

One of the important problems of particle physics is

the question of existence of abnormal narrow multiquark

states predicted in a series of theoretical studies. An ex-

perimental solution to the question about the existence of

exotic hadrons and study of their internal properties and

the character of the processes with their formation are of

particular importance for obtaining basic ideas about the

nature of hadron matter. With the help of the techniques

developed at LIT, the analysis of events was carried out

on the basis of experimental data with a two-meter hydro-

gen bubble chamber CERN in π− p interactions at

16 GeV/c. The width of the structure is comparable with

the experimental resolution [5]. When analyzing the

structure K K s( )1630 0→ π π+ −, kinematics features of its

formation and decay were found which distinguish the

group of events from the structure’s interval and other in-

tervals of the mass spectrum. The probability of a casual

manifestation of these features is less than 10 7− . Conclu-

sion has been made about the observation of the physical

effect. The results have been accepted by the Particle

Data Group for the Review of Particle Physics [6].

Methods and Software for Complex

Physics System Calculations

In collaboration with the Computational Science Di-

vision, Advanced Computing Centre of the Institute of

Physical and Chemical Research (RIKEN), Japan, re-

search on the molecular dynamics simulation of clus-

ters-beam-surface impact processes for metallic phases

was performed. An optimised version of the DL_POLY

molecular dynamics simulation code [7] has been used.

The interaction of energetic clusters of atoms with solid

surfaces is investigated with the use of the Finnis–Sinclair

many-body potential. The characteristics of the collision

range from a soft landing (< 01. eV/atom) up to higher im-

pact energies (>1eV/atom). The penetration of the cluster

into the solid substrate results in such dynamic processes

as a plastic deformation of the material and shock waves.

Shock waves or thermo elastic effects generated in mate-

rials are the essential factors for the analysis of new non-

trivial structures on the surface and may be used to ex-

plain the structural-phase changes of the surface treated.

122

Fig. 3. JUNO application screenshot

Fig. 4. SAD scheme



Modification of the surface exposed to high-energy clus-

ter-beams, is studied by monitoring the molecular dynam-

ics configurations of the system in real time and defining

the critical impact energies, necessary to produce implan-

tation (Fig. 6) [8].

A mathematical model of the evolution of the ther-

mo-elastic momentum arising in metal exposed to an ion

source is investigated. On the basis of the numerical cal-

culation, a relation between the thermo-elastic wave form

and the form and location of the source as well as a condi-

tion of extension and putting out of the thermo-elastic

waves were studied. A temperature influence on the ve-

locity of the thermo-elastic waves was established [9].

An effective algorithm for calculation of wave func-

tions of the continuous spectrum in a two-centre problem

is proposed. To solve this problem, a finite-differential

scheme of 4th-order and the continuous analogue of

Newton method are applied. The wave functions of the

continuous spectrum of the two-centre problem of posi-

tive molecular ion of hydrogen together with the phase

shifts and with matrix elements between the continuous

and discrete spectrum were calculated. The absolute ac-

curacy of the calculated phase shift is of the order of

10 6− for the electron momentum k ≥ 1and10 4− for k ~ .01

[10].

Software for computer modelling of relativistic

heavy ion collisions in the framework of the fluid-dynam-

ic model for various equations of states was developed.

The mathematical methods include a PIC-method (Parti-

cle-in-Cell) for modelling of nuclear matter moving,

Newton and other iteration methods for solving the equa-

tion of state and numerical integration methods for calcu-

lation of observablies. The Fortran and C++ codes were

used for computations, and IDL (the Interface Definition

Language) was used for visualization of the computation

results.

The development of the elastodynamic method and

software in the theory of nuclear matter and its applica-

tion to nuclear fission physics continued. The model con-

structed predicts a two-mode character of fission: a spher-

oid mode (S-mode) and a torsion one (T -mode). It should

be noted that the barriers of nuclei fission for the T -mode

lay higher than for the S-mode. Since the T -mode is char-

acterized by a compact fission configuration, one can ex-

pect that the total kinetic energy (TKE) of the flying apart

fragments will be higher than TKE for the S-mode. Data

on such a TKE behaviour have been received in experi-

ments (Obninsk) on uranium isotopes fission induced by

fast 8–10 MeV neutrons. A comparison of the fission bar-

riers calculated in the elastodynamical model (S-mode

andT -mode) with the experimental data allow one to con-

clude that the rotating mechanism of fission covers well

the region of fission of middle nuclei (with the mass num-

bers of 170 210< <A ) [11].

A proof has been completed of the invariance with

respect of replacement of coordinates of the Feynman in-

tegral in paths (of a conversion amplitude — in quantum

mechanics, a partial function — in statistical mechanics, a

generating function — in the field theory) in a functional

approach (i.e., without using a finitely multiple approxi-

mation) on the perturbation theory in 2 loops started in

1999. All the problems related to the determining of the

integrating measure and to the existence of the con-

traterms arising at a quantum level have been completely

solved [12].The main application of the investigations

consists in the fact that their result allows one to apply a

standard method of the perturbation theory for a function-

al integral to the problems with (topologically) nontrivial

boundary conditions.

Modern Computational Tools in Experimental Data

Processing

In frames of software development for the HERA-B

Outer tracker, a new fast seeding algorithm for the track-

ing programme RANGER was developed on the basis of

Radon–Hough transformation method. It was implement-

ed as a C++ program. An algorithm of the very fast robust

fit of a circle arc to drift radia in XoZ plane of Magnet

Chamber was developed, implemented and tested on real

data of MC superlayers.

A multifractal analysis of atomic Force Microscope

(AFM) images of Nb thin film surfaces has been per-

formed. The analysis allows one to propose a model of a

new mechanism of the order parameter suppression on a

‘superconductor-vacuum’ boundary [13].

123

Fig. 5. Comparison of the calculated and

experimental neutron spectra from

Pb-target at 75°



Physics Fields and Particles Transport Calculations

In frames of the engineering work within the ALICE

experiment (CERN), 3-dimensional calculations were

performed for the magnetic system comprising a L3 mag-

net, a muonic filter and a dipole magnet (Fig. 7).

Three-dimensional calculations of the electric field

for the NA45 experiment (CERN) also were performed.

The results of the computations have been reported at a

meeting of the NA45 collaboration in Darmstadt. For the

project worked out at ITEP for the experiment with a po-

larized target, 3-dimensional calculations of the forces

acting on the winding, poles and the forces polarizing the

tips of the magnetic system have been performed [14].

Mathematical Processing of Experimental Data

in Particle Physics

Research, development, and integration of soft- and

hardware platforms have been realized for modelling and

processing a number of experiments in particle physics.

One of the basic properties of the local cluster is its recon-

figuration and scaling. The local cluster RISC is applied

as an effective tool for solving the problems of physical

data processing. The mathematical processing of the ex-

perimental data obtained at the EXCHARM installation is

carried out at this cluster. The data banks — the results of

mathematical processing of initial experimental informa-

tion (almost 200 GByte) for the experiment EXCHARM

— have been generated and prepared for a further physi-

cal analysis.

The cluster RISC is also used for modelling the ex-

periments on research of the processes with charmed and

strange particles at the U-70 accelerator in Serpukhov. A

new system for data processing has been created and put

into operation. Its peculiar feature is the integration of the

local linux cluster RISK and the computing facilities of

the JINR computer centre. By means of integration of the

local cluster and the robotized bulk memory, a distributed

soft- and hardware platform has been synthesized for data

processing in particle physics.

In frames of the CMS/LHC software activities test-

ing and modifying CMSIM (ftn) and ORCA (C++) pro-

grames for muon tracks reconstruction in the end-cap

muon system were performed [15].

Computer Algebra

In the year 2000, the following investigations were

performed:

— Algorithmization of Dirac method for calculation and

separation of bindings in dynamic systems of a poly-

nomial type based on using involute polynomial bases

[16];

— Effective realization in the REDUCE system as well

as in the programming languages C and C++ of origi-

nal algorithms of reducing the systems of nonlinear

algebraic equations to a canonical Janet basis (that is

the Grebner basis of a special form) which is conve-

nient for research in the systems and their solution;

— Computation of cohomology of Lie superalgebras of

the vector fields with an odd Poisson bracket was per-

formed [17];
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— Calculation of a second coefficient in the decomposi-

tion of the core of the thermal conductivity operator

for a nonminimal differential operator on the torsion

curved manifold [18];

— Explicit solution to recursion relations for the Feyn-

man integrals written with respect to the «space-

time» dimension [19];

— A close relation between the Janet and Pommaret

bases has been stated [20].

The algorithm and the results mentioned above are

the pioneer ones. The computer programs written in the C

and C++ languages , at the expense of the original algo-

rithms embedded, exceed the best foreign programs real-

izing the classical Buchberger algorithm for calculation

of the Grebner bases.

INTERNATIONAL COOPERATION

In accordance with the Agreement between JINR
and the Research Centre Rossendorf, Germany, about a
cooperation in the field of application and development of
computing systems, in particular for the «Zentrale
Nutzerdatenbank» project, LIT takes part in the creation
of an automated system of administrating a computer
complex using the WWW technology as a tool of access
to the ORACLE database via the Internet. The LIT per-
sonnel provided a Java-service — the development of
programs in the Java language working under the operat-
ing systems Microsoft Windows and UNIX (Linux, AIX)
and controlled by the standard WWW facilities —
browsers Netscape Communicator and Internet Explorer.
These programs in the form of Java applets provide in a
dialog mode a graphic user interface (GUI) to work with
the database Oracle. The network access to the database
was provided also by the Java-JDBC language.

In cooperation with CERN and Brookhaven National
Laboratory, the following work has been carried out:

— A new subsystem that provides creation of the ob-
ject-oriented models of hierarchically composed data,
has been introduced in the official version of the pack-
age ROOT. The subsystem includes a number of
classes for creation and navigation of such objects.

The subsystem represents an extra service and pro-
vides an effective input/output, an interactive moni-
toring and a graphical 2D and 3D representation of
its results (http://root.cern.ch/root/ R2000Welcome.
html). At present, the subsystem of 3D graphics al-
lows one to obtain volume stereoimages and possess-
es an additional entry to the object-oriented system of
3D graphics Open Inventor that opens outstanding
possibilities for integration of this system with
the ROOT package (http://conferences.fnal.gov/
acat2000/).

— The development of the working environment for us-
ing the object-oriented technologies for «large» ex-
periments in nuclear physics and high energy physics
has been completed. The «technological line» created
on its basis for reconstructing events from the largest
installation STAR has been officially put into opera-
tion in Brookhaven. In summer 2000, in the course of
the first session at the largest accelerator RHIC, 10
TByte of experimental data were processed and
3.3 TByte DST were obtained with its help. It should
be noted that all of the 4 experiments (STAR,
PHENIX, BRAMS, PHOBOS) at the RHIC accelera-
tor did choose the ROOT package as a main tool for
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development of their subsystems for data processing
and monitoring.

In cooperation with SCAR, LIT staff participated in

the activities under the JINR-CERN Agreement.

— New versions of the LabVIEW software (ver.6i) and

BridgeVIEW (v.3.0) were installed, tested and sup-

ported for a wide range of users in ATLAS, CMS and

other experiments, as well as for the LHC test and

control systems.

— LabVIEW libraries were upgraded and tested for a

new version of LabVIEW for Windows-2000 and Lin-

ux (Red Hat 6.2).

— CERN LabVIEW/BridgeVIEW Users Database with

a Web-based user interface has been developed and

put in operation since August 2000.

— Support and upgrade of NICE in accordance with new

releases of commercial software (a new version of

Netscape Navigator 4.75 for all platforms, extension

of Web-services, etc.).

— Start-up of integrating the operating system Windows

2000 into the NICE system at CERN and JINR.

In cooperation with Slovak scientists, qualitative and

numerical research in the nonlinear ODE system describ-

ing the existence and stability of disclination vortexes in

elastic matter has been started. With the help of the com-

puter algebra system MAPLE, an asymptotic of singular

and nonsingular vortexes was obtained at zero point. A

behaviour of the vortexes was numerically investigated

for large r for various parameters of the problem and the

asymptotic.

Research on the nonlinear Schroedinger equation

was performed in collaboration with the University of

Capetown (SA). It has shown that the parametrically

driven nonlinear Schroedinger equation has a wide class

of travelling soliton solutions, some of which are stable.

For small driving strengths stable nonpropagating and

moving solitons co-exist while strongly forced solitons

can only be stable if moving sufficiently fast [21].

The effective cooperation with the International Sal-

vay Institute of Physics and Chemistry (Brussels, Bel-

gium) progressed in 2000. New integral software for elec-

trocardiogram analysis was developed [22]. Research on

analysis of results of optical coherent tomography of the

human skin microstructure [23] was undertaken. Reso-

nances, correlation, stabilization and control over com-

plex systems were studied [24].
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