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A heterogeneous computing environment, based on the DIRAC
platform, was created for processing and storing data of the MPD
experiment within the NICA megaproject. Owing to DIRAC, the
computing resources and the hierarchical hyper-converged data
processing and storage system of the “Govorun” supercomputer
were included in the created environment. The “Govorun”
supercomputer plays a key role in the environment and, due to the
flexibility of the architecture, it enables to test in practice the latest
software and hardware solutions in the field of computing and data
processing.
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Studies in the field of working with Big Data are carried out
on the “Govorun” supercomputer using the novel technology DAOS
(Distributed Asynchronous Object Storage). For this purpose,
a DAOS polygon was deployed on the “Govorun” supercomputer;
it ranked 16th in the “10 node challenge” nomination in the current
edition of the IO500 list. Great prospects for the use of this
technology are related to the NICA megaproject at all stages of the
accelerator operation — from experimental data acquisition to final
physical analysis.
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In 2021, in terms of performance, JINR Tier1 ranked first in
the world among Tier1 centres for the СМS experiment. The JINR
Tier1 resource centre is used for processing and storing data of the
CMS experiment (CERN), as well as for modeling data within the
NICA project.

The JINR Tier2 site (JINR-LCG2) is the most productive in the
Russian consortium RDIG (Russian Data Intensive Grid) and ranks

Distribution by the normalized CPU load time in HS06 hours within 2021
for (a) Tier1 sites for the CMS experiment and (b) Tier2 sites being part

of the RDIG consortium
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17th among 124 WLCG (Worldwide LHC Computing Grid) Tier2
sites. The Tier2 resources are used by all experiments at NICA and
the LHC, ILC, Biomed, NOvA, as well as by JINR local users.

• Baginyan A. et al. Current Status of the MICC: An Overview //
CEUR Workshop Proc. (in press).

The spectrum of vibrational-rotational bound, metastable states
and scattering states of the beryllium dimer in the ground X1Σ+

g
state was calculated. The problem was solved using potential curves
and the authors’ software package KANTBP 5M, which implements
Newton’s method and the high-accuracy finite element method. The
spectrum of rotational-vibrational metastable states of the beryllium
dimer with complex energy eigenvalues, as well as the spectrum
of vibrational-rotational bound states, which is in good agreement
with the results of other authors, was obtained for the first time.
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