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SPD (Spin Physics Detector) is a universal detector of the NICA collider 
(Nuclotron–based Ion Collider fAcility), built at the Joint Institute for Nuclear 
Research (Dubna), and designed to study the spin structure of the proton, deuteron and 
other spin phenomena with polarized beams of protons and deuterons. The expected 
volume of data collected from the SPD experimental facility alone is measured in 
petabytes per year, to this volume it is also necessary to add secondary data generated 
during processing and data that will arise during the modeling of the studied physical 
processes.

Offline data processing system is a combination of systems and 
services that allows you to create a single computing environment 
from geographically distributed heterogeneous resources.

 It includes the following components:
● workload management system (WMS) – PanDA, 
● workflow management system (WFMS) – ProdSys Panel,
● data management system (DMS) – Rucio, 
● data transfer service (DTS) – File Transfer Service 3 (FTS3),
● information system (IS) –  Computing Resource Information 

Catalog (CRIC)

SPD Identity and Access Management (SPD IAM) provides 
authentication to all services and systems.

SPD IAM allows you to log in to a 
third-party application or system using 
an access token and an ID token 
obtained during authorization in IAM 
or JINR SSO. 

In the foreseeable future, each 
member of the collaboration will be 
registered there and will use this system 
to log in to other systems and 
applications. This allows for a single 
entry point and makes it easier to 
account for user activity, as well as 
access control.

PanDA (Production and Distributed Analysis) is a job management 
system designed for processing large amounts of data in distributed 
computing environments such as GRID.

Workload Management System

WorkFlow Management System
This is a system responsible for 

managing data processing processes, 
managing and interacting with other 
implemented services, such as 
Rucio, PanDA, and CRIC.

Data Management System
Rucio is an open source software package that provides 

scalable functionality for organizing, managing, and 
accessing data. Rucio organizes a single namespace, 
realizing the possibility of data management, interacting 
with the entire storage space as one.

The Computing Resource 
Information Catalog (CRIC) is a 
system designed to manage and 
provide information about computing 
resources used in distributed 
computing infrastructures.

Data Transfer Service
FTS3 (File Transfer Service 3) is a service for reliable and managed copying of 

large amounts of data between distributed storages.  FTS3 is used:

Information System

Auth System PanDA is used in areas that require 
large-scale computing:
● Processing of experimental data 

(event reconstruction, modeling, 
analysis).

● Optimization of resource usage 
(grid computing, clouds, 
supercomputers).

● Automatic distribution of tasks 
between multiple computing 
centers.

● for mass data transfers 
between grid sites;

● automatic channel loading 
planning and optimization;

● monitoring and logging of 
all transmission operations;

● support for various 
protocols (xrootd, https, 
etc.)


