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Introduction

This work is devoted to untangling an array of previously reconstructed

tracks into individual events recorded in a single timeslice. Classical meth-

ods for solving this problem are not applicable in conditions of experi-

ments with such high event multiplicity and their pileup.

A Siamese neural network was previously developed for track sorting;

however, it did not meet the required performance criteria. An effective

neural network for this task must satisfy several key requirements:

Compatibility with tracks composed of varying numbers of hits

Ability to process a variable number of events per time slice

Fully parallelizable model computation

Figure 1.The general architecture of the model

We propose an edge-classifying Graph Attention Neural Network

(GANN) with a preliminary track encoder. The model architecture is

shown in (Fig. 1). The GANN classifies edges between encoded tracks,

identifying pairs that originate from the same event. Clusters of such con-

nected pairs are then interpreted as individual collision events.

Model

The first component of the model is the track encoder (Fig. 2). Hit coor-

dinate data is transformed into a graph where each node represents a hit

with its spatial coordinates, and edges connect adjacent hits within the

same track, encoding each track as a separate graph.

Figure 2. Encoder architecture

The second stage builds a supergraph where nodes represent encoded

tracks. In this graph, edges connect every node to all other nodes, rep-

resenting true (ŷt = 1) and false (ŷt = 0) edges. The third stage involves
classifying these edges into false and true connections using a classifier,

whose architecture is presented in (Fig. 3).
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Figure 3.Classifier architecture

Training

We use hierarchical learning by parameter SN . By adjusting this param-

eter starting from SN = 2, we can simplify the model training process
while maintaining connections between tracks from the same event and

those from a specified number of adjacent events. We used BFL as a loss

function.
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Nullam vel erat at velit convallis laoreet

Class aptent taciti sociosqu ad litora torquent per conubia nostra, per inceptos hime-

naeos. Phasellus libero enim, gravida sed erat sit amet, scelerisque congue diam. Fusce

dapibus dui ut augue pulvinar iaculis.

First column Second column Third column Fourth

Foo 13.37 384,394 α
Bar 2.17 1,392 β
Baz 3.14 83,742 δ
Qux 7.59 974 γ

Table 1. A table caption.

Donec quis posuere ligula. Nunc feugiat elit a mi malesuada consequat. Sed imperdiet

augue ac nibh aliquet tristique. Aenean eu tortor vulputate, eleifend lorem in, dictum

urna. Proin auctor ante in augue tincidunt tempor. Proin pellentesque vulputate odio, ac

gravida nulla posuere efficitur. Aenean at velit vel dolor blandit molestie. Mauris laoreet

commodo quam, non luctus nibh ullamcorper in. Class aptent taciti sociosqu ad litora

torquent per conubia nostra, per inceptos himenaeos.

Nulla varius finibus volutpat. Mauris molestie lorem tincidunt, iaculis libero at, gravida

ante. Phasellus at felis eu neque suscipit suscipit. Integer ullamcorper, dui nec pretium

ornare, urna dolor consequat libero, in feugiat elit lorem euismod lacus. Pellentesque sit

amet dolor mollis, auctor urna non, tempus sem.

Datasets

SPD timeslice. Simulated tracks. All of the hits in a track are

equidistant in rφ. Each track consists of a large number of hits in the

range (28, 35). The transverse dimensions of the detector
rφ =

√
x2 + y2 are limited: rmin

φ = 150 mm, rmax
φ = 850 mm.

TrackML timeslice. Tracks simulation based on LHC detectors. All of

the hits in a track are not equidistant in rφ. Each track consists of a

small number of hits in the range (3, 20). The transverse dimensions of
the detector rφ =

√
x2 + y2 are limited:

rmin
φ = 50 mm, rmax

φ = 1000 mm.

Training

We use hierarchical learning by parameter SN . By adjusting this param-

eter starting from SN = 2, we can simplify the model training process
while maintaining connections between tracks from the same event and

those from a specified number of adjacent events. We used BFL as a loss

function.

L = − 1
N

N∑
i=1

ωi(1 − pt)γ ln(pt) ωi = yiωp + (1 − yi)ωn pt =

{
pi false

1 − pi true

Results

Testing of the hierarchically trained model with parameters:

Si
N = 2, Sf

N = 4, ωp = 1, ωn = 0.5, γ = 1
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Figure 4.Testing of the trained model on SPD simulation data with SN = 4
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Figure 5.Testing of the trained model on TrackML data with SN = 4

Conclusions

The final processing speed of the model on an Nvidia V100 Tesla GPU is:

SPD simulation:

Training: 4 timeslice/sec

Evaluation: 5.5 timeslice/sec

TrackML dataset:

Training: 3.5 timeslice/sec

Evaluation: 4 timeslice/sec

The model handles variable numbers of events per time slice and hits

per track through adaptive graph structures.

All computations are fully parallelized on GPU architectures.
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Interdum et malesuada fames {1, 4, 9, . . .} ac ante ipsum primis in faucibus. Cras

eleifend dolor eu nulla suscipit suscipit. Sed lobortis non felis id vulputate.

A heading inside a block

Praesent consectetur mi x2 + y2 metus, nec vestibulum justo viverra nec. Proin eget

nulla pretium, egestas magna aliquam, mollis neque. Vivamus dictum uᵀv sagittis odio,
vel porta erat congue sed. Maecenas ut dolor quis arcu auctor porttitor.

Another heading inside a block

Sed augue erat, scelerisque a purus ultricies, placerat porttitor neque. Donec P (y | x)
fermentum consectetur ∇xP (y | x) sapien sagittis egestas. Duis eget leo euismod
nunc viverra imperdiet nec id justo.
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