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Nowadays, the successful implementation of a significant part of scientific projects 
involves the use of a distributed information and computing environment (DICE) for 
storing, processing and analyzing data. 

The JINR DICE initiative is dedicated to the creation, support and development of 
such an environment by combining the resources of educational and research 
organizations of the JINR Member States. 

One of such organizations is the Institute of Nuclear Physics in Almaty (Kazakhstan). 
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To create a cloud infrastructure an open source solution OpenNebula 
was chosen. 

It is a cloud computing platform for managing heterogeneous distributed 
data center infrastructures. This platform manages the virtual 
infrastructure of the data center to create private, public and hybrid 
implementations of infrastructure as a service. 

OpenNebula allows to deploy an IaaS model that provides the ability to 
use cloud infrastructure to independently manage processing, storage, 
networks and other fundamental computing resources, as well as 
provide a hybrid scheme by combining the resources of a local data 
center and external cloud providers.
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One of the necessary elements of software testing and debugging is a 
monitoring system. 

Several years ago, a custom collector for collecting cloud metrics based on 
OpenNebula was developed at JINR. 

It can store the collected data in the Prometheus time series database via 
the node_exporter component. Using the Thanos sidecar, the collected 
metrics are sent to the ceph object storage. Grafana is used for data 
visualization. It requests data in the object storage via Thanos Querier and 
Thanos Store.

This collector was installed in the INP cloud infrastructure.
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The next step was the integration of the INP cloud into the JINR DICE.

In particular the JINR distributed informational and computing environment was create to 
combine computational power for solving common scientific tasks, to distribute peak 
loads across participants as well as to disseminate knowledge and practical skills on cloud 
and grid technologies among users and admins of the JINR Member State research and 
educational organizations. Currently JINR DICE  based on the computational and storage 
facilities of the participants shown on the map. And INP is one of this organizations.

The cloud infrastructures of JINR and its Member State organizations are based on the 
open source solution OpenNebula. The JINR cloud is the core of this infrastructure. It 
hosts DIRAC services, which manage computational tasks and data over the resources of 
JINR and its Member State organizations. DIRAC plays the role of a connecting layer 
that transforms computing resources (computational grids, clouds or clusters) distributed 
around the world into a unified environment, providing users with a single entry point for 
working and managing data.

Thanks to the integration of the INP cloud infrastructure into the JINR DICE, users can 
access much more infrastructure resources than when using only the local cloud.

Detailed information about the JINR DICE, its 
participants and use can be found on the website 

https://dice.jinr.ru 
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The software is distributed to remote resources using the CernVM file system. 

It is a web–oriented global file system with version control optimized for 
software distribution. The contents of the file system are installed on a central 
web server, from where they can be mirrored and cached by other web servers 
and web proxies. File system clients load data and metadata on request and 
cache it locally. Data integrity and authenticity are ensured by cryptographic 
hashes and digital signatures. 

For more stable operation of CernVM-FS, the Frontier-squid software package, 
which is a corrected version of the standard squid HTTP-proxy caching 
software, is installed. The frontier-squid package contains default settings and 
bug fixes that work well with applications used on the network.
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The INP’s cloud infrastructure has the following hardware resources: the 
number of central processor cores is 90, the total amount of random access 
memory is 944 GB, the total ceph-based storage capacity is 6.96 TB.
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Infrastructure administrators tested the OpenNebula software by downloading 
operating system images, creating virtual machine templates, creating virtual 
machines, running and working in them. 

Cloud users search was conducted, the hardware and software they needed were 
identified.

There was organized and conducted a set of training events for specialists working 
in the cloud infrastructure based on OpenNebula, after which users were invited to 
create their own virtual machines and perform work tasks on them. Users coped 
with the task. The approbation was successful.

Nowadays 12 users are registered, 11 virtual machines are successfully launched, 
55 CPU cores, 227.5 GB of RAM and 1.9 TB of disk storage are used.
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Currently, the cloud infrastructure of the INP is used by representatives of the following organizations:

• Institute of Nuclear Physics (Almaty, Kazakhstan),
• Joint Institute for Nuclear Research (Dubna, Russia),
• Al-Farabi Kazakh National University (Almaty, Kazakhstan),
• L.N. Gumilev Eurasian National University (Astana, Kazakhstan),
• Institute of Physics and Technology (Almaty, Kazakhstan).

The following tasks are being solved:

• SPD (Spin Physics Detector), MPD (Multi-Purpose Detector), BM@N (Baryonic Matter at Nuclotron)
experiments of NICA megascience project,

• OLVE-HERO - High Energy Cosmic Ray Observatory studies cosmic radiation in the «knee» region 
1012 - 1016 eV,

• Tasks in the field of cosmic ray physics and high and ultra-high energy physics in particular CORSIKA.
(COsmicRaySImulationsforKAscade - is a Monte Carlo tool designed to analyze the properties and 
evolution of widespread air showers). 

Moreover, virtual machines are deployed in the cloud infrastructure to test the operation of various software 
and the operation of the cloud infrastructure in general.

The INP’s cloud infrastructure available to users at https://cloud.inp.kz/
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DIRAC-based distributed heterogeneous
environment for MPD tasks
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Based on the INP's resources: 
• A cloud infrastructure was installed,
• The necessary services were deployed.

The INP cloud was integrated into the JINR DICE.

A group of pioneer scientists was selected who start using the INP's cloud 
resources to conduct research in their areas. 

Presently, the work is focused on maintaining software, running services, 
failure cloud recovery, as well as user support, which includes conducting 
training events on working on the OpenNebula portal, assistance in 
installing the necessary software products (including graphical interfaces) 
to solve their problems on virtual machines.

Conclusion

«On 11 November 2023, within the guest CP JINR session, 
a new cloud computing cluster of the Joint Institute for 

Nuclear Research was launched».
https://www.jinr.ru/posts/cloud-cluster-launched-and-jinr-

information-centre-opened-at-inp-in-almaty/



DIRAC-based distributed heterogeneous
environment for MPD tasks
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