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(Switzerland)
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These and 

many others…

… need large-scale computing 

systems to store large amounts of 

data and process them in a 

relatively short time!
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 Geographically distributed 
infrastructure.

 Large-scale systems.

 Designed to work with 
extremely large amounts of 
data.

 Consists of various types of 
resources.

 Collective shared access to 
data storage and processing 
resources.

Data Center
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Data Center

Important! 

The systems must guarantee high-
quality and efficient operation.

How to ensure design, 
continuous 

improvement and 
scaling of DDC?
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Data Center

Important! 

The systems must guarantee high-
quality and efficient operation.

Digital twin

Priakhina D., Korenkov V. 
The relevance of creating a 
digital twin for managing 
distributed data acquisition, 
storage and processing 
centers (accepted in print)

Modeling of complex 

computing systems.

Describes the system.

Reflects the processes 

taking place in the system.

Testing of the system with 

different variants of 

equipment parameters, 

data flows and jobs.
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Real-time operation throughout the entire DDC life cycle.

INPUT DATA

 Architecture and hardware 

parameters of DDC.

 Characteristics of data flows and 

job flows.

FUNCTIONAL PURPOSE

 Designing of DDC.

 Analysis of the efficiency and 

reliability of DDC.

 Testing scaling scenarios based on 

data flows and job flows 

requirements.

 Assessment of the required amount 

of resources for specific tasks.

 Checking job flows management 

strategies.

COMPUTER MODEL

Priakhina D., Korenkov V., Trofimov V. A method of constructing digital twins for solving problems of effective management and 
development of distributed data acquisition, storage and processing centers (accepted in print)
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Modeling core

 Universal – applicable for 

modeling any data center 

without changing the program 

code.

 Probabilistic distributions are 

taken into account when forming 

data flows, job flows, and criteria 

for the functioning of equipment.

 Used for design tasks, data center 

scaling during operation, 

searching for problem areas 

when data flows and job flows 

change.
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Create a digital twin

Building the computing 

infrastructure

The prototype of the web service 

has not yet been localized.

 Setting the equipment 

parameters.

 Setting characteristics of 

data flows and job flows.
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Configuration of 

computing infrastructure 

scaling scenarios

Parameters for modeling:

 experiment name;

 description;

 duration of work;

 speed up of 

modelling;

 objects and events for 

logging.
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Starting the digital twin

Simultaneous run of all 

modifications is possible
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The digital twin results

Available for viewing:

 data storage load volume;

 using cores on computing 

components;

 load on communication links;

 job queues, the number of 

completed jobs;

 distribution of files in storages.
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Experimental data acquisition 
and storage

Running experimental data processing jobs

Experiment 

description

 Duration ≈ 750 hours

1. Find the amount of resources 
that are needed to store all 
raw-data on the Online storage.

2. Find the number of raw files in 
the EOS storage.

Tasks
 1 raw file ≈ 15 GB

 Number of 

jobs – 25 800

 1 digit (output) file ≈ 800 MB

 Time to complete a 

1 job ≈ 2 500 сек

 1 raw (input) file ≈ 15 GB; 

Experiment 

description

1. Find the total 
execution time of all 
jobs.

2. Calculate the load of 
computing resources during 
the execution of jobs.

3. Calculate the load of 
communication links.

Tasks
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Monitoring VS Digital Twin

 Non uniform distribution.

 No data is received at all by some periods.

≈ 439 TB 

in 750 h

The probability of stopping (failure) of the data 

generator – 80%

≈ 29 241 

raw files

Priakhina D., Korenkov V., Trofimov V., Gertsenberger K. 
Verification of the simulation program for creating digital 
twins of distributed data acquisition, storage and 
processing centers (accepted in print)
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NCX LHEP (100 cores)

Tier LIT (from 200 to 1500 cores)

 Uniform using of resources

 ≈ 100 jobs / h

 19% jobs of the total number

 Non uniform using of resources

 200 – 1 500 jobs / h

 81% jobs of the total number

Processing time of all jobs ≈ 30 h

Monitoring VS Digital Twin

NCX LHEP 

(100 cores)

Tier LIT 

(from 200 to

1500 cores)

Tier LIT ≈ 21 925 jobs (85%)

NCX LHEP ≈ 3 875 jobs (15%)

Priakhina D., Korenkov V., Trofimov V., Gertsenberger K. 
Verification of the simulation program for creating digital 
twins of distributed data acquisition, storage and 
processing centers (accepted in print)
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Monitoring VS Digital Twin

 Avg. data transfer rate to 

NCX LHEP ≈ 4 Gbit / s 

 Avg. data transfer rate to 

Tier LIT from 8 Gbit / s 

to 64 Gbit / s 

to NCX LHEP 

(5 Gbit / s)
to Tier LIT 

(from 8 Gbit / s

to 64 Gbit / s)

Priakhina D., Korenkov V., Trofimov V., Gertsenberger K. 
Verification of the simulation program for creating digital 
twins of distributed data acquisition, storage and 
processing centers (accepted in print)
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Experiment duration: 24 hours

First experience

To calculate:

? data storage volumes;

? network load;

? load of computing resources etc.
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First experience

Data generation efficiency – 20%

Data storages

~ 400 TB on 

the Buffer 

~ 1 200 TB on 

the intermed. 

storage

Computing resources

~ 1 500 cores are 

occupied by jobs

~ 100 000 jobs 

will be done 

“on the fly”

Network

~ 250 Gbit/sec 

between the comp. 

resources and the 

intermed. storage

~ 40 Gbit/sec 

between the Buffer

and the comp. 

resources

~ 50 

Gbit/sec 

between the 

Trigger and 

the Buffer
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 Software complex has been developed to create digital twins of 
distributed data acquisition, storage and processing centers:

odatabase;

omodelling program (successful approbation);

oweb-service (prototype: building DT, setting 
configurations, starting DT, viewing results).

 The modeling program takes into account: 

o the probability of failures and changes in 
equipment parameters;

o requirements for stored data flows;

o requirements for data processing job flows. The certificate of state 

registration №2023667305 

(14.08.2023, Russia)
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 Software complex is used for the design of NICA project 
computing infrastructures.

Nuclotron-based Ion Collider fAcility

(NICA, JINR, Dubna, Russia)

 The examples confirm the possibility of further use of the software 
complex in the design and modernization of various computing 
infrastructures for megascience projects.
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