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Meshcheryakov Laboratory of Information Technologies

Meshcheryakov Laboratory of Information Technologies of the Joint
Institute for Nuclear Research in Dubna was founded in August 1966. NN G
.N. Govorun

The main d|r_egt|ons of the activities at the Lab_oratory are connected (18.03.1930 - 21.07.1989)
with the provision of networks, computer and information resources, as
well as mathematical support of a wide range of research at JINR.

M.G. Mesheryakov
(17.09.1910 - 24.05.1994)



Grids, clouds, fog, edge, supercomputers...

Grids Supercomputers
e Collaborative environment
* Distributed resources




The Worldwide LHC Computing Grid

_;.'Eurupa'Technulugle.ﬁ



The Worldwide LHC Computing Grid

WLCG: an International collaboration to distribute and analyse LHC data. Integrates computer centres worldwide that
provide computing and storage resource into a single infrastructure accessible by all LHC physicists

Tier0 (CERN):
data recording,
reconstruction
and distribution

Tierl:
permanent
storage,
re-processing,
analysis

The mission of the WLCG project is to provide global computing
resources to store, distribute and analyze the ~250-300 Petabytes of data
expected every year of operations from the Large Hadron Collider.

WLCG computing enabled physicists to announce the
discovery of the Higgs Boson.

170 sites

42 countries

> 12k physicists
~1.6 M CPU cores O
~2 EB of storage (1 EB - CERN)
> 2.5 million jobs/day

100-400 Gb/s links

Tier2:
Simulation,
end-user

lvs;
analysis Worldwide LHC Computing Grid - 2023



Strategy for Information Technology and

Scientific Computing at JINR

Scientific IT ecosystem:

Coordinated development of interconnected IT
technologies and computational methods

It will be a steady implementation/upgrades of

* Networking (Th/s range),

« Computing infrastructure within the
Multifunctional Information & Computing
Complex (MICC) and

« “Govorun” Supercomputer,

« Data center infrastructure,

« Data Lake & long-term storage

for all experiments.

The development of new data processing and
analysis algorithms based on

« ML/DL,
» Atrtificial intelligence,
» Big Data

* Quantum technologies.

A variety of means will be used for IT specialists’
upskilling.



Multifunctional Information and Computing Complex (MICC)

4 advanced software and hardware components

» Tierl grid site

» Tier2 grid site

» hyperconverged “Govorun” supercomputer
» cloud infrastructure

Distributed multi-layer data storage system

> Disks

» Robotized tape library
Engineering infrastructure

» Power

» Cooling

Network

» Wide Area Networkr
» Local Area Network

The main objective of the project is to ensure multifunctionality, scalability, high performance, reliability and
availability in 24x7x365 mode for different user groups that carry out scientific studies within the JINR Topical Plan



» JINR-Moscow 3x100 Gbit/s

» JINR-CERN - 100 Gbit/s and JINR-Amsterdam 100 Gbit/s for LHCOPN,
LHCONE, GEANT networks

» Direct channels up to 100 Gbit/s for communication with NIKS networks

» The multi-site cluster network with a bandwidth 4x100 Gbit/s between VBLHEP
and MLIT

9327 network elements
18163 IP-addresses
6355 users

1464 E-library

911 remote VPN

121 VOIP

116 EDUROAM

4579 Email @jinr.ru



Networking @ Traffic

Distribution of the incoming and outgoing traffics by the JINR MICC in 2020-2023 (TB)

Incoming outgoing

Oo6mmit Bxogsmii Tpaguxk OSSN, Britouast cepBepa 00111ero
HazHaueHus, Tierl, Tier2, CK «l'oBopyH» 1 0Ona4HbIe
BbIUKMCIeHus, coctaBuil B 2023 roay 41,5 I1b, oOmuit ncxoasimii
— 27,5 11b.



Distributed Multilayered Data Storage System

Limited data and short-term storage — to store OS itself, temporary user files

AFS distributed global system — to store user home directories and software

dCache is traditional for MICC grid sites — to large amounts of data (mainly LHC
experiments) for middle-term period

EOS is extended to all MICC resources — to store large amounts of data for middle-
term period. At present, EOS is used for storage by BM@N, MPD, SPD, BaikalGVD, etc.
Tape robotic systems — to store large amounts of data for long-term period. At present
for CMS. BM@N, MPD, SPD, JUNO — in progress.

Special hierarchical data processing and storage
system with a software-defined architecture was
developed and implemented on the “Govorun”
supercomputer.
According to the speed of accessing data there are
next layers:

v very hot data (DAOS (Distributed
Asynchronous Object Storage)),
the most demanded data (fastest access),
hot data
warm data (LUSTRE).

D NEANERN
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JINR Tierl for CMS (LHC) and NICA

20064 cores
360 kHS06
14.5 PB disks
103 PB tapes

100% reliability and
availability

Bknag muposbix Tierl ueHTpoB B
06paboTKy aKCNEepUMEHTANIbHbIX
AaHHbIX CMS 3a 2023 roa;:

Tierl CMS
DE-KIT

ES-PIC
FR-CCIN2P3
IT-INFN-CNAF
RU-JINR-T1
UK-T1-RAL
US-FNAL-CMS

2024
484,792,812
222,818,510
73,462,505
198,473,663
911,105,399
391,091,629
699,418,243

KoanuecTBo 00paboTaHHBIX COOBITHI

%
16,23
7,44
2,44
6,64
30,56
13,11
23,44

skcniepumenta CMS 3a 2023 rox

PacnpeneneHne no yncny 3agav
BbIMO/IHEHHbIX Ha Tierl akcnepMmeHTamm
CMS, BM@N, MPD u SPD B 2023 roay



Tier2 at JINR

Ucnons3oBanue Tier2 caitta OUAN (JINR-LCG2)
BUPTYaJIbHBIMH OPTaHU3AIMSAMHU B PaMKaX TPUI-TIPOCKTOB

Tier2 at JINR provides
computing power and data
storage and access systems
for the majority of JINR
users and user groups, as
well as for users of virtual
organizations (VOs) of the
grid environment (LHC,
NICA, FAIR, etc.).

PacnpeneneHue BBITOTHEHHBIX HA TPU-
caiitax RDIG 3anau

The JINR Tier2 output is the highest
(90.31%) in the Russian Data Intensive Grid
(RDIG) Federation.



Cloud Infrastructure

DIRAC-based distributed information and computing
environment (DICE) that integrates the JINR Member
State organizations’ clouds

- Computational resources for neutrino experiments

Cloud Platform - OpenNebula
Virtualization - KVM

— Testbeds for research and development in IT
- COMPASS production system services

* Storage (Local disks, Ceph) ~ Data management system of the UNECE ICP
 Total Resources Vegetation
~ 5,152 CPU cores; 80 TB RAM; ~ Scientific and engineering computing

4.3 PB of raw ceph-based storage - Service for data visualization
- VMs for JINR users



“Govorun” Supercomputer

 Hyper-converged software-defined system Key projects that use the resources of the SC “Govorun:
* Hierarchical data processing and storage system » NICA megaproject,
» Scalable solution Storage-on-demand » calculations of lattice quantum
» Total peak performance: 1.7 PFlops DP chromodynamics,
« GPU component based on NVIDIA Tesla V100&A100 | » computations of the properties of atoms
» CPU component based on RSC “Tornado” liquid of superheavy elements,
cooling solutions > studies in the field of radiation biology,
-(‘IgrbeErrlo?toeGr;ergy-efﬁcient center in Russia > calculations of the radiation safety of
- Storage performance >300 GB/s JINR's facilties. Total number of users : 323

> 250 user papers (two in Nature Physics)



Unified Scalable Supercomputer Research Infrastructure

Based on the integration of the supercomputers of JINR,
of the Interdepartmental Supercomputer Center of the
Russian Academy of Sciences and of Peter the Great St.
Petersburg Polytechnic University, a unified scalable
supercomputer research infrastructure based on the
National Research Computer Network of Russia (NIKS)
was created. Such an infrastructure is in demand for the
tasks of the NICA megaproject.



NICA Computing Concept & Challenges

Worldwide
NICA
Collaboration

/ A
/ Lattice QCD calculations
4
OOGb,OS

400 G Y I
——20s {——

400 Gbps | Simulation of nuclear
400 Gbps reactions
e
<0, I
0
% ¢
09>
0906

& Event reconstruction

N

Physics analysis



[Mnhatdopma DIRAC

* DIRAC has all the necessary components to build ad-hoc grid
infrastructures interconnecting computing resources of
different types, allowing interoperability and simplifying
interfaces.

* This allows to speak about the DIRAC interware.

17/98



DIRAC-based distributed heterogeneous environment

A heterogeneous computing

environment (Tierl, Tier2,
SC “Govorun”, cloud, ect.), based on
the DIRAC platform, was created for
processing and storing data of the
experiments conducted at JINR.

The distributed infrastructure is used
by the MPD, Baikal-GVD, BM@N, SPD.

Use of DIRAC platform by experiments in 2019-2022

Normalized CPU time

Total Number of executed jobs )
Data processed by experiments

EOS MPD
[ EOS BM@N
. [ EOS SPD
The major user of the EOS Baikal-GVD
distributed platform is

the MPD experiment

Summary statistics of using the DIRAC platform for MPD tasks in 2019-2022
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Co3paHue KoHcopuuyma ana IT-obecneyeHna nccneposaresibCKOU

dbl KJ1acCa «MeracameHc»

e KoHcopuunym Poccmnmckmnm NrPUL ana MHTEHCMBHbBIX onepauun ¢
AaHHbIMK (POUT) 6b1n co3aan B 2003 roay AnA aKTUBHOMO Y4acTuUS
B pacnpeaeneHHon 0b6paboTKke AaHHbIX SKCNEPUMEHTOB Ha
bonbwom agpoHHoU Konnanaepe LHC B pamKax Hay4yHOWM
Konnabopaummn LHC WLCG (Worldwide LHC Computing Grid).
Co3paHHaa nHppacTpyKTypa RDIG nmeet orpomHoe 3Ha4yeHue A
3pPEKTUBHOIO y4acTnsa y4eHbix Poccum B Hay4HOM nporpamme
aKcnepumeHToB Ha LHC.

* B Poccuu peanmsyetca nporpamma MacluTabHbIX HAayYHbIX
NPOEKTOB, BarKHENLLEN YAaCTbo KOTOPbIX ABNAETCA pa3BUTUE
pacnpeaeneHHbIX reTeporeHHbIX KOMMbIOTEPHbIX CUCTEM (BKAtOYAS
CUCTEMbI C 3KCTPAaMACCUBHbIM Napannennsmom) ana ob6pabotku,
XPaHEeHMS, aHaNN3a SKCNEePUMEHTANbHbIX AaHHbIX, pa3paboTka u
BHeApeHue 3PpdEKTUBHbBIX METOA0B, a/IFTOPUTMOB M MPOrPAMMHOIO
obecnevyeHna AN MoAENUPOBAHUA PU3UYECKUX CUCTEM,
MaTeMaTUYECKOM 06paboTKM N aHaIM3a SKCNEePUMEHTANbHbIX
[AHHbIX, pa3BUTUE METOA0B MalUMHHOIo 0by4yeHus,
MCKYCCTBEHHOIO MHTE/NINIEKTA, KBAHTOBbIX BbIYNC/IEHUN.

e [1nAa peweHuns saTon macwtabHoM 3aaa4m HeobxoanMmo pa3BuBaTb
pacnpeaeneHHy0 KOMNbIOTEPHYIO MHOPACTPYKTYPY,
06begnHAIOLLYIO K/IH0YEBbIE Hay4YHble N 0O6pa3oBaTe/bHbIe
WHCTUTYTbI, Y4aCTBYHOLLME B NPOEKTax meracaneHc - PAUI-M.
Co3aaHHbIN KOHcopunym Ha 6a3ze OUNAN, HUL KypuaTtoBcknm
nHctutyT, UCIN PAH nonxkeH ctatb aapom ans IT-obecneveHun
MccnenoBaTeNbCKoM MHPPACTPYKTYPbI KNacca «MeracaneHgy.



Development of the system for training and

retraining IT specialists

Training courses, master classes and lectures

MLIT staff and
leading scientists from JINR and its Member States

-~

-

Parallel
programming
technologies

~

HIMPI

/

Tools for debugging and
profiling parallel
applications

Leading manufacturers of modern computing

architectures and software

-

Work with applied software
packages

~

/ Frameworks and \

tools for ML/DL tasks

/ Quantum \

algorithms,
quantum
programming and
guantum control

- /
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The main focus is on mathematical aspects of diverse problems in
fundamental and applied quantum technologies such as

= quantum information theory,

"  quantum communications,

= quantum computation, simulation, and quantum algorithms.

More than 60 participants from

Armenia, Georgia, Moldova,
Belarus, Egypt, Romania,
Bulgaria, India, Serbia,

Great Britain, Kazakhstan, the Czech Republic

Russia was represented by specialists from Voronezh, Kazan,
Moscow, St. Petersburg, Tver, Chelyabinsk and Dubna.

32 reports







Preliminary Topics:
 Mathematical methods and tools for modeling complex physical systems;
 Mathematical methods in life sciences;
 Modern methods for data processing and analysis in Mega-science
projects;
* Machine learning and big data analytics;
 Methods of quantum computing and quantum information processing;
* Numerical and analytical calculations in modern mathematical physics;
 Methods and numerical algorithms in high-energy physics.

Participant registration and abstract submission: September 1st, 2024

All the necessary information about the requirements and submission guidelines is on
the conference page: mmcp.jinr.int.
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