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What is DIRAC?
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DIRAC provides all the necessary components to 

build ad-hoc grid infrastructures interconnecting

computing resources of different types, allowing 

interoperability and simplifying interfaces.  This 

allows to speak about the DIRAC interware.  
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What was done in JINR
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Running Running Running

The computing resources of the JINR Multifunctional Information

and Computing Complex, clouds in JINR Member-States, cluster

from Mexico University were combined using the DIRAC Interware.
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DIRAC provides
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User Interface

API

Workload management Data management

Integration tools File Catalog

Meta-data management

Accounting



DIRAC standard job workflow

1. Initial configuration

2. Input data download

3. Processing

4. Output data upload

5.Finalization
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Job example

dirac-configure config.cfg

dirac-dms-get-file /bmn/raw/AuAu/data1002.raw

root –l –q –b reco.MC(“data1002.raw”)

#or

root –l –q –b reco.MC(/eos/nica/bmn/AuAu/data1002.raw)

dirac-dms-put-file /bmn/reco/AuAu/data1002.root \\

data1002.root \\

JINR-EOS-BMN

rm –f data1002.raw data1002.root
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Jobs waiting
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Jobs running
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Jobs done
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Jobs failed
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EOS

JINR Main Resources
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Tapes

Disks EOS EOS

EOS LIT EOS HybriLIT EOS LHEP

/eos /eos/eos.jinr.ru
/eos/eosnica.jinr.ru
/eos/hybrilit.jinr.ru

/eos

Read - OK
Write - ??

Read - OK
Write - OK

Read - OK
Write - OK

How to pass credentials to 
processes to write?
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JINR Main Resources
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Tapes

Disks EOS EOS

EOS LIT EOS HybriLIT EOS LHEP

root – transfer protocol
X509 – authentication
VOMS - authorization

Any
PC*

* Any computer with xrdcp, 
your certificate, or proxy of 

your certificate****How to pass credentials to processes to write?  
Proxy is the answer!



Data Management

15

• DIRAC File Catalog(DFC) is maintaining 

a single global logical name space

• A user sees it as a single catalog

with additional features

• DataManager is a single client 

interface for logical data operations

• Upload file(example):

dirac-dms-add-file /mpd/vo/model/DQGSM/data.root ./data.roor EOS-MPD

• Download file(example):

dirac-dms-get-file /mpd/vo/model/DQGSM/data.root



DIRAC FileCatalog
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Meta Data 
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• DFC also may host Metadata 

• User defined metadata

• The same hierarchy for

metadata as for the 

logical name space

• Metadata associated

with files and directories

• Allow for efficient searches

• Efficient Storage Usage

reports

find /experiment/model LastAccess<01-10-2020 

GaussVersion=v1,v2 SE=EOS-MPD Name=*.raw 



Accounting
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CPU matters
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CPU matter



First of all

You need DIRAC in JINR only if you run

hundreds of jobs. Better thousands.

And you run them periodically.
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Conclusion on BM@N+DIRAC
• Resources available now:

• Tier1, Tier2, Cloud, LHEP(need quota),

Govorun(need quota)

• JINR EOS in LIT

• Tapes could be accessible through DIRAC

• Quota means that separate user for BM@N for

dirac will be created and quota granted

• VOMS bmn.jinr.ru created and working. You just need

a certificate.

• It is much better to run software from CVMFS

• Your are not going to “fight” with DIRAC alone! All

necessary help, recommendations, and my personal

phone number will be granted ☺
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