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Computing system components
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• IAM — an entry point to all members of the computing 
services of the collaboration: stores user profiles, their 
roles and rights to perform certain actions


• CRIC information system — the main integration 
component of the computing system: contains info 
about all computing and storage resources, access 
protocols, entry points, and many other things in one 
place and distributes this info via API to all other 
components mentioned below


• PanDA WFMS/WMS — manages data processing at 
the highest level of chains of tasks and datasets or 
periods and campaigns, finds the best computing 
resource for task to be executed on, manages 
individual jobs (usually 1 job means 1 input file) 
processing


• Rucio DMS — responsible for data management, 
including data catalog, data integrity and data lifetime 
management strategies


• FTS DTS — enables massive data transfers
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Identity and Access Management service (IAM)
• The INDIGO Identity and Access Management Service provides a layer where identities, enrollment, group membership and other 

attributes and authorization policies on distributed resources can be managed in an homogeneous way, supporting identity federations 
and other authentication mechanisms (X.509 certificates and social logins).


• The IAM service has been successfully integrated with many off-the-shelf components like Openstack, Kubernetes, Atlassian JIRA and 
Confluence, Grafana and with key Grid computing middleware services (FTS, dCache, StoRM).


• Deployment and tuning of the SPD IAM was performed in April 2024


• IAM service comes to replace VOMS service, which will be phased out


• All user records were transferred from VOMS to IAM


• IAM service implements OIDC (Open ID Connect) authentication mechanism, now users can use middleware services without having 
to generate X.509 user proxy certificates every day


• IAM keeps the possibility to generate proxy for the services which have not yet migrated to OIDC


• SSO authentication mechanism configuration is now ongoing, once done IAM will be fully integrated into security perimeter of the 
Institute


• We plan to integrate IAM with JINR HR database to enable “auto registration” for members of the SPD collaboration
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Identity and Access Management service (IAM)
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Identity and Access Management service (IAM)
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Files Transfer Service (FTS)
• A FTS service was deployed in December 2023 in LIT


• Several connectivity and performance tests between EOS instances at JINR and PNPI were performed during winter (more 
details in report of Andrey Kiryanov)


• We plan to use FTS service to organize data replication between data centers of our collaboration and to work with tape 
robots


• FTS can be used as directly via either command line tools or via API


• We expect that most of the transfers through FTS will be managed by Rucio data management service


• FTS supports OIDC authentication, migration to this authentication mechanism is in our nearest plan
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Data Management Service (Rucio)
• Storage of JINR and PNPI were defined in Rucio


• SSO, IAM integration is done: users can log in using any preferable authentication method


• Definitions of rules, deletion and replication were performed


• Rucio command line and API client was deployed on CVMFS, now available to all users 
who work on luxi.jinr.ru


• Users can use either voms-proxy-init or OIDC to authenticate


• Web UI is also available, integrated with JINR SSO and SPD IAM service


• Naming convention for production datasets to be stored in Rucio was defined
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Rucio Web UI Examples
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Rucio Command Line Client Usage Example
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Then files can be downloaded by any suitable command, 
for example: rucio download, xrdcp, or eos cp
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• Discussed during October and 
November 2023


• In order to ease metadata 
catalog navigation, data 
filtration, identification, etc., we 
propose the following naming 
convention for datasets (a set 
of files which represents results 
of organized calculations)


• Dataset name example: 
2025.MC.250LT.minbias.27189.
RAW.636763fd78df7d.0
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Workflow Management System (PanDA)
• Successfully generated several samples of full chain MC (simu and reco) productions


• Results stored on EOS


• Metadata and data available through Rucio Web UI or using Rucio command line client


• Generation of larger samples in order to get more statistics is now on the way


• Ready to start sending jobs not only to JINR, but also to PNPI


• Since we now have running tasks it’s time to deploy monitoring to allow users to check progress of running jobs, 
for the central production development of the production system interface can be also started


• PanDA also can work using JSON Web Tokens instead of X.509 certificates, we plan to migrate it to OIDC as well


• Now we run task by task, but PanDA allows to define whole pipeline for the process, there is an activity in this 
direction, as a result we expect to have a SPD MC process, which consists of several calculation steps, to be 
defined in one step
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How do we now see central production process
• Physics coordinators prepare ideas of physical processes for which some amount of data needs to be generated and send a request to the 

production manager


• Production manager, should be a member of physics community of the experiment,


• Prepares applied software, places all necessary scripts to the CVMFS in the prod folder, from which executables will be accessible by the 
middleware services


• Runs some tests to check that everything seems to work as expected


• Prepares a workflow and submits it to PanDA


• Once the workflow is done, production manager will be informed by PanDA via email


• Checks that results look the way how they expected to look like


• Informs other members of physics community that data is ready and can be accessed via running command in Rucio client, for example 
rucio list-dids generalprod:2025.MC.250LT.minbias


• During the process communicates with the offline computing system support in case of any problem


• At the moment we expect that users will only lookup and download data from Rucio, submission to PanDA at the moment is available only for 
production managers only
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Central Database Server
• In order to optimize support efforts and concentrate services by their purpose, we 

initiated a dedicated DB server for our middleware services


• At the moment we have to support at least two RDBMS: Postgres and MySQL


• Postgres


• DBs of Rucio and Online Filter services already deployed there


• PanDA DB will be deployed next


• MySQL


• IAM and CRIC DBs migration is planned after PanDA migration
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Virtual Machines Operations
• JINR Certification Authority (CA)


• All our machines already migrated from the Russian Data-Intensive Grid (RDIG) CA host certificates to the 
JINR CA host certificates, we expect, that, at some point, certificate will be issued automatically at the VM 
initiation or at the first boot, it will dramatically reduce support of certificates operations


• CentOS 7 phase out


• CentOS 7 life cycle is over, there are 3 services which have to be migrated to AlmaLinux 9


• For PanDA the process will be accompanied by a database migration to the central DB server


• Harvester re-generates the DB on the first start and reads configuration from CRIC, so, the service will be 
simply deployed and configured at the new machine


• CRIC — we invited author of the system, Alexey Anisenkov, he visited LIT in February, we agreed to 
discuss a detailed development plan and his level of involvement during the summer, at the moment there 
is no CRIC version for Alma 9. Possibility of migration to Postgres will be one of the topics to discuss.
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Plans
• In terms of the whole system operation we are going to concentrate our efforts on the load increase (more jobs, more files, more transfers, 

more automation) and adopt our services to this load step by step via identifying and getting rid of bottle necks


• Generate several billions of events through the system during the rest of the year, but we also need someone to make a physics review of the 
generated files, and someone for a honorary role of the production manager


• Infrastructure support


• Finish migration from CentOS 7 to AlmaLinux 9


• Move all databases to the central DB server


• Organize DB backups to the tapes


• Development


• Switch all services communication from X.509 to OIDC through IAM


• Place PanDA client to the CVMFS to allow production managers to manage their tasks through PanDA via lxui.jinr.ru


• Deploy monitoring tools


• Start developing virtual control room for the production managers
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Thank you!


