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1013 events
х

10-15 KB
≈

102 PB/year

dropout ~90%
~ 1 - 10 s/event

↓
5 - 60 ∙ 103 CPU

Tasks

↓↓↓
- Testing of application 

software

- Mass modeling

- Processing

- Reprocessing

I II III IV

Motivation for developing the system

Production 
manager 

control panel

Multiple repetitions of similar tasks  
- need for constant collection of parameters to launch tasks  
- need to generate proxy certificates or obtain tokens  
- persistent risk of errors
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Validation

Physicist groups’ convenience

AutomationPrioritization

Monitoring

Overall statistics

Current service concept

Production 
manager 

control panel
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API

SPD-IAM

Technology stack
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• A web application prototype has been developed 
o User authentication via SPD-IAM
o Task creation following naming conventions
o Job status tracking with filtering and sorting capabilities
o Configured decorators and middleware

• Implementation of automation scripts 
• Integration with PanDA WMS using JWT
• Logging interactions with PanDA WMS

Work done
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Create Task

MC DATA

Simulation Reconstruction

Simulation + Reconstruction

Task creation 1/3
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processing

mass modeling

reprocessing

Testing of application software

storage

User submitted 
parameters

Tasks

Data

Task-dependent 
parameters

Panda_db

Rucio CRIC

Task creation 2/3

Production 
manager 

control panel
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Task creation 3/3

Simulation Reconstruction
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Monitoring

Current tasks

Successful tasks

*Filtering & sorting 
functionality available
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Task content

Modeling and reconstruction are made for р-р collisions with SpdRoot framework.

Framework includes:
• geometric description of SPD detector
• particle propagation with Geant4
• simplified simulation of detector response
• reconstruction algorithms

At the current stage of development, redundant information about particle interactions within the detector is still being retained; 
this will be subject to future event-size optimization as well as optimization during the modeling and reconstruction phases.

https://docs.google.com/spreadsheets/d/10uG1p6wPQ_GWe7wkZ_t4RPFLmsHuHxnth5MqM49uOYQ/

Systems turned on during modeling and reconstruction:
• vertex detector
• straw tracker
• Time of flight system
• electromagnetic calorimeter
• range system

Dataset naming convention
(DATA SOURCE)(YEAR)_(STAGE):(SHORT DESCRIPTION).(ENERGY)-(POLARIZATION).(PRODUCTION NAME).(TASK TYPE).(VERSION).(EXTENSION)

Stage S1 & S2

Energy 4 - 27 GeV

Polarization UU

Total events 5 – 40 M

PROD2025-001 … PROD2025-012 PROD2025-013 … PROD2025-016

Events/file 4000

Initial seed 1-1250 
1-5000 | 5001-10000
1-10000
10001-20000 | 20001-30000
30001-40000 | 40001-50000

https://docs.google.com/spreadsheets/d/10uG1p6wPQ_GWe7wkZ_t4RPFLmsHuHxnth5MqM49uOYQ/
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• Successfully processed 
about 300k jobs
across 55 tasks

RECO

SIMUL

158 TB

267 TB

• Total output datasets volume –
more than 425 TB 

Statistics

217k

78k

FINISHED

DONE

21

34
SIMUL

RECO

3

52
JINR

RU
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• Task cloning mechanism*

• Further automation of task creation and validation
• Expansion of job monitoring capabilities
• Extra collection layer for big tasks

Current tasks and upcoming plans



Thanks for 
attention

JINR


