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Plant Disease Detection Problem

According to the All-Russian Institute for Plant 
Protection, annually from diseases of pests and weeds, 

grain losses in Russia reach 15-29 million tons, in 2019 
prices, losses are equal to 120-212 billion. rubles.

Economy risks

Sometimes it can be difficult for a 
gardener to identify a plant disease and 
find the necessary information about its 

treatment.

A problem for villagers

The ability to identify affected shoots and 
determine the type of disease at an early stage 
will help to take timely measures and prevent 

the spread of infection.

Early identification
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The main goal of the research is to create a multifunctional platform PDDP — Plant 
Disease Detection Platform.

LIT JINR has developed a pddp application, which enables users to send photographs and text 
descriptions of diseased plants through the pdd.jinr.ru web portal or a mobile application and find 
out the cause of the disease.

pdd.jinr.ru
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Main Goal



The Revolution in Visual Perception
Large Scale Visual Recognition Challenge (ILSVRC)
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934 images.

Image 
Dataset

20 various diseases.

5 crops:
• Grape
• Wheat
• Corn
• Cotton
• Cucumbers

.

http://pdd.jinr.ru/crops.php
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http://pdd.jinr.ru/crops.php


Curse of Dimensionality

I need more
data!

The larger the dimension, the more examples are needed to describe all cases!
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Deep learning requires a large training sample. PDPP 
dataset is small, so we considered methods that allow us
to solve this problem.



Transfer Learning 
 Find a deep neural network 

pretrained on a big dataset

 Replace the classification layer 
with a layer appropriate for 
your task

 Finetune the new classifier on 
specific data

 Voila! Use the new model for 
inference

…

chair

cat

dog

car

Corn eyespot

Corn healthy

Corn Down mildew

…

categories
imagenet

our 
categories
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Siamese Networks 

 Train siamese network on 
your own paired data

 Take the trained twin and 
append a classifier on top of 
it

 Finetune the new classifier 
on specific data appropriate 
for your task

CNN

Extracted features

Distance calculation

Same or not?

Siamese networks is a part of one-shot learning approach. One shot-learning aims to learn 
information about object categories from one, or only a few, training samples/images

Same as for transfer 
learning 8



Triplet Networks 

CNN …

…

…

Triplet loss

Same weights

Same weights

CNN

CNN

𝐿 = max 𝑑 𝑎, 𝑝 − 𝑑 𝑎, 𝑛 +𝑚𝑎𝑟𝑔𝑖𝑛, 0

“d” is some kind of function for calculating the distance 
between vectors, for example, Euclidean distance.D

“a” is an anchor image which we want to identifyA

“p” image the same class as anchorP

“n” image of another class not matching the anchorN 9

https://arxiv.org/abs/1503.03832



Triplet Networks 
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Evaluation Results

Transfer Learning 
model

Accuracy less than 
90% 

Simple convolutional 
neural network

Accuracy less than 
65%

Siamese network

Accuracy less than
95%

Triplet network

Accuracy ~98%
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Quantization: smaller, faster, better?

Quantization helps speed up inference on devices:

 x86 CPUs with AVX2 support or higher (without AVX2 some 
operations have inefficient implementations)

 ARM CPUs (typically found in mobile/embedded devices)
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neural networks run fast on gpu, but slow on cpu. In order for the neural 
network model to work quickly on mobile phones and on the web portal, 
we applied the model quantization approach. This approach allows to 
reduce the number of bits for describing data.



Quantization Results

0 2 4 6

No
quantization

Quantized
model

SPEEDUP

QUANTIZATION SPEEDUP
NORMALIZED TO NON-QUANTIZED MODEL

Comparison  of Model Sizes

No quantization Quantized model

13,2 MB 7 MB

Accuracy remains the same!
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For 100 images on Cpu:

No quantization model: 13.5 sec 
Quantization model: 2.6 sec
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Text classification
Sometimes it is not possible to recognize
images uploaded by users. For example, 
when the images are of poor quality, or
the disease is at an early stage. To
improve the classification on the PDDP
platform, it is possible to add a textual
description of the disease in order to
get a more accurate recognition result.

Input:

Text suggestions are fed to the model input, and
they are converted to vectors at the output. 
Then these vectors are compared with vectors in
the database of text descriptions of diseases.

«grape black spots on leafs»

output:



Bert model
BERT model was used to identify 
the disease by the text 
description of symptoms provided 
by users. 

.

Bert model
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BERT is designed to pretrain deep bidirectional representations from unlabeled 
text by jointly conditioning on both left and right context in all layers.
As a result, the pre-trained BERT model can be finetuned with just one additional 
output layer to create state-of-the-art models for a wide range of tasks, such 
as question answering

https://arxiv.org/abs/1810.04805



Conclusion

 We have developed a platform for plant disease recognition consisting of a web portal and a 
mobile application

 Collected a database of images

 Implemented The triplet model for plant disease detection trained on 25 classes of five crops 
shows 97.8% accuracy. 

 training static quantization which allowed to reduce the original model size from 13.2 MB to 7 MB 
along with >5 times speedup of inference without loss of accuracy.

 Implemented the textual recognition of plant diseases based on the Bert model
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Our approach has great potential for 
classification tasks with a very small 
training dataset





Deep Learning is Fat

19


